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Abstract

The U-Net communication architecture provides processes with a virtual view of a network
device to enable usével access to high-speed communication devitles.architecture, imple-
mented on standard workstations usinfgtioé-shelfATM communication hardware, removes the
kernel from the communication path, while still providing full protection.

The model presented by U-Net allows for the construction of protocols at user level whose per
formance is only limited by the capabilities of netwdrke architecture is extremelgfible in the
sense that traditional protocols liIK€P and UDP as well as novel abstractions liketive Mes-
sage can be implementedieently. A U-Net prototype on an 8-nodel'M cluster of standard
workstations achieves 15MbyteF€P bandwidth with 1Kbyte bdérs and demonstrates perfor
mance equivalent to Meiko CS-2 afdIC CM-5 supercomputers on a set of Split-C benchmarks.

1 Intr oduction trate on peak bandwidths of long data streams instead.
While this may be justidible for a few applications such

The increased availability of high-speed local areaas video playback, most applications use relatively
networks has shifted the bottleneck in local-area comsmall messages and rely heavily on quick round-trip
munication from the limited bandwidth of network fab- requests and replie¥he increased use of techniques
rics to the software path traversed by messages at tis¢ch as distributed shared memamgmote procedure
sending and receiving ends. In particpiara traditional ~ calls, remote object-oriented method invocations, and
UNIX networking architecture, the path taken by mes-distributed cooperativelé caches will further increase
sages through the kernel involves several copies ari#€ importance of low round-trip latencies and of high
crosses multiple levels of abstraction between th&andwidth at the low-latency point.

device (_jnver and the user applicatiarhe resulu_ng_ The use of clusters of workstations interconnected by
processing overheads limit the peak commumcauogi high-speed LAN for new application domains also
bandwidth and cause high end-to-end message Iatend?ﬁcreases the demand for new network protocEie

The efect is that users who upgrade from ethernet to g jitional networking architecture which places all pro-
faster network fail to observe an application speed-Upy.o| nrocessing into the kernel cannot provide tei-i
commensurate with the improvement in raw networkb“ity required for such demands. For example, the
performanceA solution to this situation seems to elude;smission of MPEG compressed video streams can
vendors to a lge degree because many fail to recognizeyreatly benefi from customized retransmission proto-
the importance of pemessage overhead and concen-cqs which embody knowledge of the real-time demands

. as well as the interdependencies among video
Copyrightd1995 byA. Basu,V, Buch,W. Vogels, and. von frames[REF]
Eicken. )

For further information, email tve@cs.cornell.edu or browse i ; ; .
http://www.cs.cornell.edu/Info/Projects/U-Net/ One of the most promising techniques to improve net

The software described in this paper will be made available h){vorkirjg I_ayer performance on Workstation-class
source form, except for the SBA-20@nfware which can Machines is to move parts of the protocol processing
only be distributed as object code. into user spacélhis paper ajues that in fact the entire
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protocol stack should be performed at user level and th
the operating system and hardware should allow prg
tected uselevel access directly to the networkhe
goal is to remove the kernel completely from the critica
path and to allow the communication layers used b
each process to be tailored to its demaridwe key
issues that arise are

end-to-end latency

» multiplexing the network among processes,

Figurel: Processing overhead, network latenagd end-tc
end latency

 providing protection such that processes using thi
network cannot interfere with each other
- managing limited communication resources without"Vhile other researchers have proposed-lesesi net-
the aid of a kernel path, and work interfaces independentlthis is the fist presenta-
- _ . . tion of a full system which does not require custom
Qe5|gn|ng an dient yet versatile programming hardware or OS moddation and which supports tradi-
interface to the network. tional networking protocols as well as state of the art
Some of these issues have been solved in more recesdrallel language implementations. Since it exclusively
parallel machines such as in the CM-5, the Meiko CS-2yses dfthe-shelf components, the system presented
and the IBM SP-2, all of which allow uskavel access here establishes a baseline to which more radical pro-
to the network. Howeveall these machines have a cus-posals that include custom hardware or new OS archi-
tom network and network interface, and they usuallytectures must be compared to.
restrict the degree or form of multiprogramming permit-
ted on each nod&his implies that the techniques devel- 5
oped in these designs cannot be applied to workstation

clusters directly The U-Net architecture focuses on reducing the pro-
This paper describes the U-Net architecture for-useicessing overhead required to send and receive messages.

level communication on an fahe-shelf hardware plat- In addition, it provides éxible access to the lowest lay-
form (SparcStations with Fore SysteATM interfaces) ers of the networkThe intent is to enable the use of
running a standard operating system (SudC13).The  clusters of workstations for applications that require
communication architecture virtualizes the networklow-latency communication, to reduce the cost of
device so that each process has the illusion of owningchieving high bandwidth, and to facilitate the use of
the interface to the network. Protection is assurediovel communication protocols.

through kernel control of connection setup and-tear h . ereadi dh f
down. The U-Net architecture is able to support both The termprocessing ovéreadis used here to refer to

legacy protocols and novel networking abstractions.the time spent by the processor in handling messages at

TCP and UDPas well asActive Message are imple- the sending and receiving end$is may include bdér

mented and exhibit performance that is only limited bymanagement, message copies, checksummingy- fl

the processing capabilities of the network interfaceCONtrol handling, interrupt overhead, as well as control-

Using Split-C, a state-of-the-art parallel language, tha"d the network interfaceAs shown inFigurel, sepa-
performance of seven benchmark programs oATan  'ating this overhead from thenetwork latency
cluster of standard workstations rivals that of currenfliStinguishes the costs stemming from the network fab-
parallel machines. In all cases U-Net was able to expod¥ technology from those due to the networking soft-

the full potential of the\TM network by saturating the Ware layers.

140Mbits/sec fier, using either traditional networking Recent advances in network fabric technology have
protocols or advanced parallel computing techniques. dramatically improved network bandwidth while the

The major contributions of this paper are to propose aetwork latency and the processing overheads have not
simple  usefevel = communication  architecture been dected nearly as muchihe efect is that for lage
(Section and3) which is independent of the network messages, thend-to-end lateneythe time from the
interface hardware (i.e. allows many hardware implesource application executing “send” to the time the des-
mentations), to describe two high-performance impletination application receiving the message—is domi-
mentations on standard workstations (Sectibaad5), nated by the transmission time and thus the new
and to evaluate its performance characteristic§@P  networks ofer a net improvement. For small messages,
and RPC communication (Secti6pas well as for com- however the processing overheads dominate and the
munication _in_parallel programs (Sectiohsand8). improvement in transmission time is not only insignifi

U-Net Motivation and Design
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cant in comparison but alsofgdt by the introduction of communication latency for requests, responses and
switches into the network. their acknowledgments, a t@ number of systems

may see signifiant performance improvements.
2.1The Importance of low-ovehead low-latency

communication » Although remote fe systems are often categorized as

Against the backdrop of ever improving performance bPulk transfer systems, they depend heavily on the per

increasingly important in many applications. For exam- NFS trafic to the departmental CSeerver at UC
ple, in distributed systems: Berkeley has shown that the vast majority of the mes-

sages is under 20fytes in size and that these mes-

 Object-oriented technol is nfii ide- d .
ject-onented technology 1SNAING wide-sprea sages account for roughly half the bits fgnt

adoption and is naturally extended across the network

by allct)_wmg fthe :rr]ar:jsfer of oggg;‘;\gdththe remote |, addition, many researchers propose to use networks
g)iefu |<;n of me Oob's Ee.g., I ellmaTyt' of workstations to provide the resources for compute
extensions). Djects are generally small, relalive, o qjy e parallel applications. In order for this to

to the message sizes required for high bandwidtf) . L
become feasible, the communication costs across LANs

(around 100 bytes vs. several Kbytes) and thus com-

S must reduce by more than an order of magnitude to be
munication performance dafs unless message over .
head is low comparable to those on modern parallel machines.

* The electronic workplace relies heavily on sets of,
complex distributed services which are intended to b
transparent to the usé@rhe majority of such service
invocations are requests to simple database serverstne introduction ofATM networks to standard ff
that implement mechanisms  like object naminghe.-shelf workstations promised high bandwidth links as
object location, authentication, protection, €ftie  \yq|l as low network latency due to the sraglM cells,
message size seen in these systems range from 2Q;5iding the high-latency problems that arose with
80 bytes for the requests and the responses generalyy Experiments, howeveshow thaATM networks
can be found in the range of 40-20ftes. plugged into the traditional networking architectures fail

+ To limit the network traversal of lger distributed to meet this promiseilthough high bandwidth can be
objects, caching techniques have become a fundamegchieved, this is only possible under unreliable condi-

tal part of most modern distributed systems. Keepingions and only when using e bufers and lage mes-
the copies consistent introduces agéamumber of sages.

small coherence messag&se round-trip times are
important as the requestor is usually blocked until the In fact, the end-to-end latency for small messages is
synchronization is achieved. worse ovelATM than over Ethernet and does not at all

- Software fault-tolerance algorithms and group commirror the capabilities of the underlying netwokkpre-
munication tools often require multi-round protocols, liminary analysis of the interaction between the Fore
the performance of which is |atency_|imited_ Low- SBA-200 ATM interface and the SunOS 4.1.3 kernel
latency communication prevents such protocols to b&eveals that the main additional processing overhead is
used today in process-control applicationsaricial in buffer handling at the device control levélt both
trading systems, or multimedia groupware applicathe sending and the receiving end a number of costly
tions. operations have to be performed to match the device

buffer and memory abstractions with the kernelfdnsf

(mbufs) and to handle data alignment restrictidrie

.2The bottleneck in traditional networking archi-
fectures

Without projecting into the future, existing more gen-

eral systems can benesubstantially as well: . . .
_ _ failure of the operating system software to exploit the
* Reliable data stream protocols lIRE€P have buer  .anapilities of the\TM network can be attributed to a

requirements that are directly proportional to thelarge degree to the use of generalizedfsuaind data
round-trip end-to-end latencyor example thd@CP transfer strategies.

window size is the product of the network bandwidth

and the round-trip timeAchieving low-latency will In summary a new abstraction for high-performance
keep the bdér consumption within reason and thus communication is required to deliver the promise of
make it feasible to achieve maximal bandwidth. low-latency high-bandwidth communication to the

* Numerous client/server architectures are based on applications on standard workstations using-tioé-
RPC style of interaction, by drastically improving the shelf networks.
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2.3Towards a new networking achitecture More recentlytheapplication device channebstrac-

The central idea in the new abstraction is to Simplytlon,_deyeloped at the U”'V?rs'ty éfizona, provides .
plication programs with direct access to the experi-

remove the kernel from the critical path of sending andP j
receiving messagesthis eliminates the system call :’jneemntall:_ (ljeSIGRlSQT:\éImZ?]?ggs]]nAhngkztreme;oi:ﬂi ed
overhead, and more importanthyffers the opportunity uluplexey imp : ware, :

to streamline the bfdr management which can now be with the fbufs cro:'ss—domam_ b maqagemefﬁ] IS
performed at usdevel. As several research projects developed to achieve the high bandwidth data transfers

have pointed out, eliminating the kernel from the senéhat are the goal of the project. [Need more details]

and receive paths requires that some form of a messagelhe software architecture built to support the HP
multiplexing and demultiplexing device (in hardware orexperimental Jetsteam LAN[9] (800Mbits, timed-

in software) is introduced for the purpose of enforcingtoken LAN) also makes provisions (with support of the
protection boundaries. Afterburnerboard) for usetevel communication proto-
tcoIs.The main focus of the project is on support for high
Bandwidth (>20Qvibit) byte stream applications. [Need
more details]

The approach proposed in this paper is to incorpora
this mux/demux directly into the network interface (NI),
as depicted ifrigure2, and to move all bigr manage-
ment and protocol processing to ukmrel. This, in In the parallel computing community recent machines
essence, virtualizes the NI and provides each process tf@g., Thinking Machines CM-5, Meiko CS-2, IBM SP-
illusion of owning the interface to the network. Such an2, CrayT3D) provide usefevel access to the network,
approach raises the issues of selecting a good virtual Nt the solutions rely on custom hardware and are some-
abstraction to present to processes, of providing suppo\Nhat constrained to the controlled environment of a
for legacy protocols side-by-side with next generationmultiprocessarOn the other hand, given that these par
parallel languages, and of enforcing protection withougllel machines resemble clusters of workstations ever

kernel intervention on every message. more closelyit is reasonable to expect that some of the
concepts developed in these designs can indeed be
2.4 Related work transferred to workstations.
A number of the issues surrounding dseel net- Successive simpldations and generalizations of

work interface access have been studied in the past. Fshared memory is leading to a slightlyfeiient type of

the Mach3 operating system a combination of a powersolution in which the network can be accessed indirectly
ful message demultiplexer in the microkernel, and @hrough memory accesses. Shrifjpuses custom Nis
userlevel implementation of th& CP/IP protocol suite to allow processes to establish channels connecting vir
solved the network performance problems that arostual memory pages on two nodes such that data written
when the Unix OS-Server was responsible for all netinto a page on one side gets propagated automatically to
work communication.The performance achieved is the other sideThekkattjl6] proposes a memory-based
roughly the same as that of a monolithic BSD systhetwork access model that separates the df control

tem[13] from the data 8w. The remote memory operations have
_ been implemented by emulating unused opcodes in the
a) [ @noded |node2 G Legend: MIPS instruction seMWhile the use of a shared memory
® @) @) gggﬁcaﬂon abstraction allows a reduction of the communication
O QZ O ) overheads, it is not clear how tdieiently support leg-
o O g{%?éﬁ'”g acy protocols, long data streams, or remote procedure
kernel call.
b) @ Message 2.5U-Net design goals
mux/demux The frst and predominant goal of the U-Net architec-

ture is to achieve high-performance low-latency com-
munication. More specdally, the following
performance criteria should be met:

« the latency experienced by the application is domi-
Figure2: The traditional networking architecture (a) place: nated by the time the messages spend on the wire,

kernel in the path of all communicatiofhe U-Net archites
ture (b) only uses a simple multiplexing/demultiple:
agent—that can be implemented in hardware—in the
communication path and uses the kernel only for set-up. « high bandwidth is achieved for small messages with-

* low-latency is achieved by minimizing the send and
receive overheads, and
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out sacrifting latency

) recv free o send

What sets U-Net most apart from the proposals dis duéue queue communication segment queue
cussed above are the concept that the above god o T e I —
should be achieved on widely available standard work T [ - —
stations using dfthe-shelf communication hardware, TN > /|
and the fact that U-Net builds a foundation that support — 5“( "
legacy as well as innovative protocol$is means that 1 ] M ]
the architecture should be designed to: B I L |

* satisfy traditional protocols and simultaneously opensigyres: U-Net architecture building blocks.

doors for ubiquitous use of new communication

abstractions such astive Messag@_’sg], associates a communication segment and a ssnof
receive andfree message queues with each endpoint.

» be simple, understandable and controllable, but gen-, . L
P g r]\/Iultlple communication segments can be used to keep

eral enough to be applicable to other classes of con?- : o
. he bufer management of ddrent communication
puter architectures and network types such as

i channels disjoint, and multiple endpoints may share a
Myrinet, and . .
o ) single set of queuésAfter this set-up, the name of each
* remain independent of any particular protocol, proto-endpoint serves as a network-wide address to which
col abstraction or implementation method. messages can be sent and from which messages can
. . originate.The mechanism used by processesrto @ut
3 The userlevel network interface architec-  apout each othes endpoint addresses is external to the

ture U-Net architecture.

The useilevel network interface (U-Net) architecture  Endpoints also serve as the unit of protection among
is inspired by the facilities provided by many DMA- multiple processes accessing the network as well as
capable ethernet and FDDI controllers in use tottay across the networRhis is achieved using three mecha-
simplifies and virtualizes the interface in such a way thahisms:

a combination of operating system and hardware mech-

anisms can provide every procjeslse illusion of own- ° endpoints, communlcatllon segments,. and message
ing the interface to the network. Depending on the queues are only accessible by the owning process,

sophistication of the actual hardware, the U-Net compo» outgoing messages are tagged with the originating

nents manipulated by a process may correspond to realendpoint address and incoming messages are demulti-
hardware in the NI, to memory locations that are inter plexed by U-Net and delivered to the correct destina-

preted by the OS, or to a combination of the tioe tion endpoint, and

role of U-Net is limited to multiplexing the actual NI . . .
.  a perendpoint access control list (ACL) restricts from
among all processes accessing the network and enforc-" . . : :
which endpoints incoming messages are accepted,

ing protection boundaries as well as resource consump- . .
T . thus preventing unauthorized senders to consume all
tion limits. In particulara process has control over both .

receive resources.

the contents of each message (with the exception of the
source and destination addresses used for protectiog)

: ﬁSending messages
and the management of send and receive resources, suc

as bufers. To send a message, a user process composes the data
o in the communication segment and pushes a descriptor
3.1Building blocks for the message onto the send quédehat point, the

The U-Net architecture is composed of three maimetwork interface is expected to pick the message up
building blocks, shown iffigure3: communication seg- and insert it into the network. If the network is backed-
mentswhich are regions of memory that hold messagé!p, the network interface will simply leave the descrip-
data,message queuashich hold descriptors for mes- tor in the queue and eventually exert back-pressure to
sages that have been received or that are to be sent, 4h@ user process when the queue becomes full.The NI
endpointswhich serve as the basic addressing unifrovides a mechanism to indicate whether a message in
across the network. Each process that wishes to accd®§§ queue has been injected into the network, typically
the network fist creates one or more endpoints, therPy setting a #ig in the descriptor and providing random

1.The terms “process” and “application” are used inter read access to the entire queue.
changeably to refer to arbitrary unprivileged UNIX pro- 2. This is encouraged because multiple sets of queues tend to
cesses. increase the overhead of servicing the network.
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To avoid deadlock, the back-pressure mechanism.4Zero-copy vs. true zeo-copy
requires a careful contract between processes and U-
Net: the network must guarantee deadlock free-nessAs in all high performance networking architectures
under the condition that all communicating parties evenone of the main challenges is minimizing copying of
tually pop all message descriptors from their receivénessage data. U-Net attempts to support a “true zero
queues, in particular no process may indtly attempt ~ COPY” architecture in which data can be sent directly out
to push a message onto a full send queue witho@f the application data structures without intermediate

accepting incoming messages. buffering and where the NI can transfer arriving data
directly into usetfevel data structures as well. In consid-
3.3Receiving messages eration of current limitations on I/O bus addressing and

, , on NI functionality the U-Net architecture speei§i two
Incoming messages are demultiplexed by U-Nejg, 5 of sophistication: base-levelnhich requires an
based on the destination endpoint address: the dataj§ormediate copy into a networking Eerf and corre-

transferred into the appropriate_ communication Segéponds to what is generally referred-to as zero,camy
ment, and a message descriptor is pushed onto the COMe4irect-accesdJ-Net which supports true zero copy
sponding receive queughe receive model supported without any intermediate biging.

by U-Net is either polling or event driven: the process

can periodically check the status of the receive queue or The base-level U-Net architecture matches the opera-
it can register an upcallwith U-Net. These upcalls are tion of existing network adapters closely by providing a
used by the U-Net layer to signal that the state of theaception model based on a queue of fredebsifthat
receive queue satisB a specifi condition.The three  are filed by U-Net as messages arrive. It also regards
conditions supported by U-Net are: the receive queue isommunication segments as a limited resource and
non-empty the receive queue is almost full, and theplaces an upper bound on their size such that it is not
receive queue has had a message pending for a whikasible to regard communication segments as memory
The fist one allows event driven receptidine second regions in which general data structures can be placed.
allows processes to be awakened before the receivinis means that for sending each message must be con-
queue overfiws.The third one allows the application to structed in a bdiér in the communication segment and
poll at irregular intervals and to be natdiif a message on reception data is deposited in a similarféufThis
arrives during a period of non-polliigu-Net does not  corresponds to what is generally called “zero-copy”, but
specify the nature of the upcalls which could be UNIXwhich in truth represents one copamely between the
signal handlers, threads, or ut@rel interrupt handlers. applications data structures and a fafin the commu-

In order to amortize the cost of an upcall over thgication segment.

reception of sevgral messages it is important. thgt a U- pirect-access U-Net SUppOTts true zero copy protocols
Net !mplementatlotr: allow all rr:je;sageg plendlng Illn ;h%y allowing communication segments to span the entire
rﬁcewe queue to be consun;)e "E)Ia Sm%.e ubp?ca i ul rocess address space and by letting the sender specify
thermore, a process must be able to disable upcallg, stset within the destination communication segment

cheaply in o_rder to form critical segtions of code that arey; |\ hich the message data is to be deposited directly by
atomic relative to message reception. the NI. The dificulties in implementing direct-access

The upcalls are also used to signal error conditions t§ome from the fact that it requires (i) the NI to include
the application. On the sending side an error upcall indisome form of memory mapping hardware, (i) all of
cates a serious problem such as an illegal messa§@ysical memory to be addressable from the NI, and (iii)
descriptor contents or a fatal network error (e.g., netPage faults on message arrival to be handled appropri-
work/node unreachable). On the receiving end upcallgtely
are used to signal the arrival of corrupted messages, the
reception of messages from endpoints not permitted b
the ACL associated with the destination endpoint, ancf{'I
the overfbw of receive resources.

The U-Net implementations described here support
e base-level architecture because the hardware avail-
able does not support the memory mapping required for
- . the direct-access architecture. In addition, the band-
1. The term ‘.‘upcall”. is used in a very ge'neral sense to refer Wvidth of theATM network used does not warrant the
a mechanism which allows U-Net to signal an asynchronous . .
event to the application. enhancement becaL_lse the copy overheaq is not a domi-
2. This mode is useful in parallel programs where the compilef@nt costThe following subsections describe the base-
generates polls automatically but certain functions ardevel and direct-access U-Net architectures, as well as
linked from sequential libraries and therefore do not includdwo base-level implementations on AfM cluster of
polls. workstations.
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3.5Base-level U-Net athitecture 3.7 Dir ect-Access U-Net athitecture

The base-level U-Net architecture supports a queue- Direct-access U-Net is a strict superset of the base-
based interface to the network which stages messageslavel architecture. It allows communication segments to
a limited-size communication segment on their wayspan the entire address space of a process and it allows
between the network and application data structuresenders to specify anfeét in the destination communi-
The communication segments are allocated by the pre@ation segment at which the message data is to be
cess to budér message data and they are typicallydeposited.
pinned to physical memory which makes them a scarce

The main advantage of the direct-access architecture
resource that must be allocated across all processes. 0. ihe base-level is that message data can be trans-
the base-level U-Net architecture send and receiv?

erred directly into application data structures without

gueues hold descriptors with information about the desény intermediate copy into a lieit While this form of

tination, res_pectlvely origin, endpoint addre_ss_es of MeSCommunication requires quite some synchronization
sages, their length, as well asfsets within the

S . between communicatin rocesses, parallel language
communication segment to the farg holding the data. gp P guag

. implementations, such as Split-C, can easily take advan-
Free queues hold descriptors for freefénsf that are b P y

. . i f this facili
made available to the network interface for storlngtageo this facility

arriving messages. The main problem with the direct-access U-Net archi-

S . tecture is that it is difcult to implement on current

As an optimization for small messages—which are ; . . .
workstation hardware: the NI must essentially contain

used heavily as control messages in protocol mplemergn MMU that is kept consistent with the main proces-

tation—the send and receive queues may hold entire . .
: : L. : ors and the NI must be able to handle incoming mes-
small messages in descriptors (i.e., instead of pointers tso

the data)This avoids butr management overheads andsages which are destmed_ to an unmapped vllrtual
. : . memory pageAt a more basic hardware level, the lim-
can improve the round-trip latency dramaticallhe

. g ) ited number of address lines on most I/0O buses makes it
size of these small messages is implementation depen:-

. . Impossible for an NI to access all of physical memory
?nzn;:&j Otr)l/<p|cally reécts the properties of the underly- such that even with an on-board MMU it is venfidilt

to support arbitrary-sized communication segments.
The management of send fark is entirely up to the

process: the U-Net architecture does not place any co U-Net on a f'rst-generationATl\/l interface
straints on the size or number of faué nor on the allo- ) ) )
cation policy usedThe only restrictions are that beifs The Fore systems SBA-1G0'M interface is typical

lie within the communication segment, that they peOf the frst generation oATM interfaces available. It is

properly aligned for the requirements of the networkextremely si_mple and rather.similar to the network inter
interface (e.g., to allow DMAransfers), and that each faces used in parallel machines, such as the CMé.
message be spread over not more than a small fi SBA-100 provides a 36-cell deep output FIFO as well as
number of bufers. The process also provides receive® 292-Céll input FIFOTo send a cell the processor
buffers explicitly to the NI via the free queue but it can-Stores S@ytes into the memory-mapped output FIFO

not control the order in which these taug are fied  @nd to receive a cell it reads bgies from the input
with incoming data. FIFO.A register in the interface indicates the number of

cells available in the input FIFQhe only function per
3.6Kernel emulation of U-Net formed in hardware, beyond simply moving cells

Given that communication segments and messag%mO/Of the fiber, is ATM header CRC calculation. In
rticular no DMA, no payload CRC calculatibnand

gueues generally are scarce resources, it is often impra‘&"f1 . X
tical to provide every process with U-Net endpoints and'© segmentation and_ reassembly of multi-cell packets
furthermore many applications (such as telnet) do not'® supported by the interface.

really beneti _from_that level of performancé&et, _for 4.1U-Net/100 implementation

software engineering reasons it may well be desirable to _ . _
use a single interface to the network across all applica- SBA-100 does not have any protection mechanisms in
tions. The solution to this dilemma is to provide applica- hardware which would allow mapping the device into
tions with kernel-emulated U-Net endpoinffo the USEFspace, nor can it be programmed to implement the
application these emulated endpoints look just like reguY-Net architecture directlyThe U-Net architecture is
lar ones, except that the performance characteristics af@erefore implemented by the main processor and the
quite diferent because the kernel multiplexes all of1.The card calculates teAL3/4 checksum over the payload
them onto a single real endpoint. but not theAAL5 CRC required here.
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kernel provides emulated U-Net endpoints to the appliTablel. Given the send and receive overheads\the
cations as described §38.6

Operation Time (s)

The implementation uses previously developed tech-

nology[17] consisting of two parts: a device driver that 1-way send and rcv across

is dynamically loaded into the kernel and a tiseel switch (at trap level) 21
library implementing thé\AL5 segmentation and reas- Send overhead (AALS) 7
sembly (SAR) layerA fast transmission path is imple- Receive overhead (AAL5) 5
mented, consisting of two trap instructions which lead Total (one-way) 33

directly to code for sending and receiving individual
ATM cells. The traps to send and receive cells are care- Tablel: Cost breakup for a single-cell round-trip (AALS)
fully crafted assembly language routines. Each routine

is small (28 and 43 instructions for the send and receivilet/100 provides a bandwidth of 6.8MBytes/s for PDUs
traps, respectively). of 1KBytes.

For each endpoint U-Net allocates a corresponding-’ U-Net on a second-generatioATM inter -
communication segment and queues. Connections mu tCe

be opened explicitly and a single page is assigned t
each one for placing outgoing cells and a number of The second generation &TM network interfaces
pages are held for receiving messages. produced by Fore Systems, the SBA-200, is substan-

TheAALS5 SAR library implements the base-level U- tially mgre ZOph'St'Cated :han thel SBtA'loo andtlntgludesd
Net interface; it handles segmentation and reassemb on-board processor lo accelerate segmentation an

of PDUs and checks the CRTheAALS library breaks eassembly of PDUs as well as to transfer data to/from

the PDU intoATM cells, calculates the payload CRC in host memory using DMAThis processor is controlled

the process, writes the cells into the send segment, ar&%&rgwﬂe hWhIt(':I'm |sUdN0vxin_Ioa(|jed mttot_ the d on-pga(rjd
calls the write trap to transfer the PDU into the SBA-h y eh' ofs - he L-ve |?1p emer;]alion ?scrll N hi
100 transmit EIEO. ere uses this feature to implement the base-level archi-

tecture directly on the SBA-200.
Reception of messages takes place when the applica-

t'?r.]t caIIs”the :.eceR/Ae\Lrgutme.of tm\ll‘ls It?yer ?I'S pa::]t 256Kbytes of memorya DMA-capable SBus interface,
Of 'S POIl routine. receives Cetis by cafling the simple FIFO interface to tha'M fiber (similar to the

read trap, reassembling the cells into a PDU and chec SBA-100), and am\AL5 CRC generatorThe i960 is
ing the payload CRC of the received message, unti locked ai 25Mhz and the DMRas a “-by” feature

there are no more cells left to pick up from the NI. Smallsuch that cell data need not pass through thes9eg-

fsters as it moves between the SBus and the network

The SBA-200 consists of an Intel i960 processor

the ofsets are written into the receive queue ertty - iq60 during operation.
Net also provides the address of the originating endpoint . . _
and the PDU size. Receive ik are returned to the  The experimental set-up used consists \af 60Mhz

free queue by the application. Sparcstation-20 and thr&8Mhz Sparcstation-10 work-
stations connected to a Fore Systeh®X-200 ATM
4.2 Performance switch with140Mbit/sTAXI fi ber links.

The U-Net implementation was evaluated on twos 1 Fore frmware operation and performance

60Mhz SRRCstation-20s running SunGSL.3 and The complete redesign of the SBA-200rfivare for

equipped with Fore Systems SBA-100 interfacdse the U-Net impl i tivated b vsi
ATM network consists of 140Mbit/SAXI fi bers lead- € et implementation was motivated by an analysis
ing to a Fore SystenfsSX-200 switch of Fores original frmwar_e which show_ed poor pe_rfor
mance.The apparent rationale underlying the design of
The end-to-end round trip time of a single-cell mes+ores firmware is to dfload the specifis of theATM
sage, measured at the U-Net/100 interface, ;568  adaptation layer processing from the host processor as
consequence of the lack of hardware to compute theuch as possibl&he kernel-fimware interface is pat-
AAL5 CRC is that 33% of the send overhead and 40%erned after the data structures used for managing BSD
of the receive overhead in tB&L5 processing is due mbufs and Syste streams bufs. It allows the i960 to
to CRC computationThe cost breakup is shown in traverse these data structures using DMAorder to
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determine the location of message data, and then tbat interfaces with the SBA-200 and the kernel can val-
move it into or out of the network rather autonomaously idate the connection request at set up time. In the current

The performance potential of Fasefrmware was prototype, the connection set up checks have not been

evaluated using a test program which maps the kerngilPlemented.The communication segments and mes-

firmware interface data structures into user space arffd€ queues for distinct endpoints are disjoint and are
manipulates them directly to send ravAL5 PDUs only present in the address space of the process that cre-

over the networkThe measured round-trip time was ates the endpoint.
ZEE: gjgg?g:%gfﬂiyﬁhﬁ)g‘: Wr;zx;n;t&ngy?eas?g_;v&gth In order to send a PDU, the host uses a double word

performance is rather discouraging: the round-trip timeStO_r? tot the t|960—r§t5|k()1t§ntt:]rar:sml';hqufetjhe thpGowdde a
is almost 3 times lger than using the much simpler and pointer to a transm f, the length ot the an

cheaper SBA-100 interface, and the bandwidth for reathe destination endpoint address to the i960. Single cell

sonable sized PDUs falls short of the 15.2Mbytes/se€DU sendﬁ are optimized las ahspeC|aI <|:Ia_se pecause
peak fber bandwidth. many small messages are less than a cell in size. For

. ) larger sized messages, the host-i960 Ddbaurs in 1K

A more detailed analysis showed that the poor perforbyte chunks and uses they“ty” to minimize transfer
mance can mainly be attributed to the complexity of thgjmes and to compute tHeAL5 CRC. The entire trans-
kernel-frmware interfaceThe message data .StrUCtur?Smission process is somewhat pipelined where the 960
are more complex than necessary and having the 1960 ,ests a 1Kbyte chunk at one go and keeps putting the
follow linked data structures on the host using DMA yata on the network as it appears in the DMAut
incurs high latencies. Finalithe host processor is much £ jnstead of requesting one cell payload at a time
faster than the i960 and sd-wading can easily back- and waiting for the read to complete before sending the

fire. cell out.

5.2U-Net firmwar e To receive cells from the network, the 1960 periodi-

The base-level U-Net implementation for the SBA-cally polls the network input FIFO. Receiving single
200 modifes the fimware to add a new U-Net compati- cell messages is special-cased to improve the round-trip
ble interfacé. The main design considerations for thelatency for small messagé&he single cell messages are
new frmware were to virtualize the host-i960 interfacedirecﬂy transferred into the next receive queue entry
such that multiple user processes can communicate withhich is lage enough to hold single cell messages—this
the 1960 concurrentlyand to minimize the number of 5y0ids bufer allocation and extra DMAor the bufer
host and i960 accesses across the SBus. pointers. Longer messages are transferrecdkéa fsize

The new host-i960 interface redits the base-level U- receive buers whose dfets in the communication seg-
Net architecture directlyCommunication segments are ment are pulled éfthe i960-resident free queuéhen
pinned to physical memory and mapped into the ©60’the last cell of the PDU is received, the message descrip-
DMA space, receive queues are similarly allocated sucior including the pointers to the theifs is DMA-ed into
that the host can poll them without crossing the Sbughe next receive queue entry
while send and free queues are actually placed in SBA-

200 memory and mapped into uspace such that the 5.3Performance
i960 can poll these queues without DNtAnsfers.

The i960 provides protection to user processes on a Figure4 shows the round trip times for messages up

per endpoint basis. Every endpoint to endpoint conned? 1K bytes on the raw basc_a level U-Net implementation
tion is associated with a transmitireceivel pairr ~ °OVer the SBA-200, i.e. the time for a message to go from
which is registered with the 1960 via the kernel at the®n® Nost to another via the switch and batie round-
time of connection set up. For such control operationd!iP time is 6Qis for a one-cell message due to the opti-
there is a single i960-resident command queue that {§iZation, which is rather lowbut not quite at par with
used by the kernel. Processes can only access the coR@rallel machines, like the CM-5, where custom net-

mand queue through a system call to the device drivel/OTK interfaces allow round-trips in i2. Longer mes-
sages start at @8 for 41 bytes and cost roughly and

tionality is a strict superset of Fosesuch that the traditional Extrg ).qalshper adt?lltlonal ;1)8 bytleEI?urGS shp WS fthe .
networking layers can still function while new applications andwidth over the raw ase eve _U'Net interface in
can use the faster U-Net. Mbytes/sec for message sizes varying from 50 to 8K

2.ATM is a connection-oriented network that uses virtual cir bytes. It is clear from the graph that with PDU sizes as
cuit identifiers (VCIs) to name one-way connections. low as 1Kbytes, thebier can be saturated.

1. For software engineering reasons, the nemnfiares func-
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and, the i960 memory size. Memory resource manage-

350 U° ment is therefore an important issue if access to the net-
work interface is to be scalablk.reasonable approach
300 would be to provide a mechanism by which the i960, in
conjunction with the kernel, would provide some ele-
250 U-Net AALS mentary memory management functions which would
round-trip allow dynamic allocation of the DMAddress space to
200 the communication segments of active user processes.
The exact mechanism to achieve such an objective with-
150 out compromising the &€iency and simplicity of the
interface remains a challenging problem.
100
6 TCP/IP and UDP/IP protocols.
50 The success of new abstractions often depends on the
level to which they are able to support legacy systems.
0 bytes In modern distributed systems this comes down to the
o ool © < o~ o ® © < need to support th& CP/IP protocol suite augmented
N Te] (o0} - < © (o] N . . . .
— N ™ o © ~ ® S with RPC and group oriented communication. U-Net
Figure4: Round-trip times over the raw U-NA®BL5 inter-  provides a number of these protocols as a-leset
face as a function of message size library built on the base-level U-Net functionality
16 Mbytes/s Performance of a new networking technology is often

put into perspective by measuring the throughput and
latency of theTCP & UDP protocols.The performance

14 U-Net AAL5 bandwidth ) . .
of these protocols using the vendor suppfiéi1 driver

12 software is disappointing; the UDmaximum band-
width is only achieved by using very dgrtransfer sizes

10 (larger than 8Kbytes), whilefCP under all circum-
stances will not perform better that at 55% of the maxi-

8 mum. The latency performance, howeyer even more
dramatic: for small message sizes the latency of both

6 UDP and TCP messages is worse than the latency on
Ethernet: it simply does not refit the increased capa-

4 bilities of the ATM technology Figure6 shows the
latency of the Fore-FM based protocols compared to

2 those over Ethernet.

bytes .
0 6.1 The non-problem with TCP/IP
©c 8 8 8 8 8 8 8 8 , , ,
=t o S = S S o S The TCP/IP suite of protocols is often considered to
— N ™ < Te} O N~ 0] . . . .
Figure5: Bandwidth over the raw U-N#ALS5 interface as a P ill-suited for use over high-speed networks Alté,
function of message size. but experience has shown that often the core of the

problems withTCP/IPlie in the particulaimplementa-
tions and theirintegration into the operating system.
This is indeed the case where the Fore driver software
The current implementation uses gefi number of tries to deal with the generic, low-performanceféuf
memory pages pinned down to physical memory astrategies of the BSD based kernel. In contrast, using U-
communication segments for all endpoifitsese pages Net, TCP and UDPcan be implemented at udewel
are also mapped to the SBA-20@MA space. In addi- which allows the implementation to be tuned to the
tion, each endpoint has its own set of send, receive araharacteristics of the network and without the need to
free bufer queues, out of which two reside on the i960generalize. Specially, U-Net TCP and UDPtune the
and are mapped to usgpace.The number of distinct buffer and timer management and allow better error and
applications that can be run concurrently is thereforeongestion feed-back to the applicatiés. a result, U-
limited by the amount of memory that can be pinnedNet TCP and UDPdeliver the low-latency and high
down on the host, the size of the DM#Idress space bandwidth communication expected AfTM networks

5.4Memory requirements
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without resorting to excessivg tﬁelfs'cheme.s or. the use 140 Mbits/s Mbytes/s
of large network transfer units, while maintaining full

interoperability with non-U-Net implementatiohs. 120 U-Net UDP 16
6.2Removing theTCP/IP kernel resource problems. 100 Fore UDP Lo ‘;' ‘ 14
. . . . sender PSR R 12
A major problem in the implementation of kernel 80 ST ; 10
based protocols is the limited kernel resources availab Lk :
which need to be shared between many potential ne gq e ~ Fore UDP 8
work-active processes. By implementingP & UDP at receiver 6
userlevel, eficient solutions are available for problems 40 Lo
which are caused by using the kernel as the single prot S 4
col processing unit. Not only does U-Net remove al 20 >
copy operations from the protocol path but it also allow bvtes
the bufering strategy to depend on the resources at tt 0 y 0
process instead of the scarce kernel networketsif e § § § § § § § §
N ™ < Lo © N~ [o0]

The restricted size of the receive socketfdrufmax. _ _ ) _ .
52Kbytes) has been a common problem with the BS[Flgure7: UDP bandwidth as a function of message size.
kernel communication path: already at Ethernet speeds The impact of the kernel bigi management in com-
buffer overrun is the cause of message loss in the case oihation with the Fore bfdring scheme is seen in
high bandwidth UDPdata streams. By removing this Figure7 which shows the UDPhroughput.The saw-
restriction, the resources of the actual recipient, insteagboth behavior is caused by the feuf allocation
of those of the intermediate processing unit, nowscheme, wherert lage (1Kb) bufers are fied with
become the main control factor and this cdicigihtly  data and the remainder (if less than bygs) is copied
be incorporated into the end-to-enaMitcontrol mecha- into single small mbufs (R bytes). This allocation
nisms. method has a strong degradindeef on the perfer
mance of the protocols because unlike thgdaruster

4500 US . .
buffers that have a reference count mechanism associ-
4000 atgd with them, the smaller mbufs do not have this opti-
: . mization.
3500 N For U-Net, a scattegather message mechanism is
PN implemented to support fafient construction of net-
3000 /,f‘ work bufiers. The data blocks are allocated within the

receive and transmit communication segments and a
simple reference count mechanism allows them to be

2500
Ethernet TCP shared by several messages without the need for copy

2000 o operations.
Ethernet UDP ] )
- Given that a process has full control over sending U-
1500 ‘ 7 Fore ATM TCP Net messages it is possible to provide correct feedback
W T to the application about the state of the transmission
1000 - T e e queue and it is easy to establish a back-pressure mecha-
Fore ATM UDP nism when the transmission queues are Tiiis over
500 comes, for example, problems with the current SunOS
implementation which will drop random packets from
0 bytes the device transmit queue if there is overload, all with-
°© g g 38 =] =) g8 3 out notifying the sending process.
N <t (] [ee] o N <
, , e TN 6.31P
Figure6: TCP and UDPround-trip latencies ovekTM and :
Ethernet. as a function of message size. The U-Net/IPimplementation exploits functionality

1. U-NetTCPand UDPare interoperable in the sense that they©ffered by the U-Net architecture to select the protocol

comply with the standariCP/IPand UDP/IPRFCs. The ~ module that handles each messafee demultiplex
use ofATM VCls however is currently incompatible with information tagged to the message by U-N#gtg func-
Fores implementations. tionality of IP on the outgoing path is reduced to map-
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ping every message onto a particular connection. I Mpits/s Mbytes/s
over U-Net exports an MTU of 9Kbytes and does nc 140
support fragmentation, as this is known to be a potenti 16

source for wasting bandwidth and triggering packe 120 U-Net TCP 14

retransmissiorj40]. TCP provides its own fragmenta-

tion mechanism and the application level should assi 100 12

UDP in achieving the same functionalit@iven this 80

strongly reduced functionality IRas been collapsed 10

into the transport level protocols to allowieient pro- 60 8

cessing. Fore TCP 6

6.4UDP 40 4
The core functionality of UDRs twofold: an addi- 2g

tional layer of demultiplexing over IBased on port 2

identifiers and some protection against corruption b 0 bytes 0

adding a 16it checksum on the data and header parts | o© 8 8 8

the message. In the U-Net implementation the demull e SO
plexing is simplifed by using the source communication Figure9: TCP bandwidth as a function of data generation |
segment information passed-on by U-NEfte check- the application.

sum adds a processing overhead o6 per 10(dbytes, and receiving hosts. U-Net UDffoes not experience
and it can be switchedfdby applications that use data any losses and only the receive bandwidth is shown.
protection at a higher level or are satidfby the 32-bit

CRC at the U-NeAALS5 level. 6.5TCP

The performance of U-Net UDRB compared to the ~ TCP adds two properties that make it an attractive
kernel UDPin Figures/ and8. The frst shows the protocol to use in a number of settings: reliability and
achieved bandwidth while the latter plots the end-to-enflow control. Reliability is achieved through a simple
round-trip latency as a function of message size For thacknowledgment scheme andvil control through the
kernel UDPthe bandwidth is measured as perceived atise of advertised receive windowECP over high-
the sender and as actually received: the losses can all §geed networks has been studied extensieslyecially
attributed to kernel bédring problems at both sending in a wide-area settitii4] and a number of changes and
1600 US extensions have been proposed to ma&® function
correctly in settings where a relatively high delay can be
expecteB]. It has been gued lately that these changes

1000
2000
3000
4000
5000

1400 Fore TCP are also needed to solve the deficies that occur
because of the high-latency of th€M kernel software.
1200 U-Net TCP is able to achieve acceptable performance
Fore UDP without any modiftations to the general algorithms,
1000 without the use of Ige sequence numbers and without
extensive buer reservations.
800 The performance afCPdoes not depend as much on
the rate with which the data can be pushed out on the
600 network as on the product of bandwidth and round-trip
time, which indicates the amount of farfspace needed
to maintain a steady reliable high speewflThe win-
400 , dow size indicates how many bytes the module can send
U'Net,,T,CP = before it has to wait for acknowledgments and window
200 S updates from the receivéf the updates can be returned
U-Net UDP to the sender in a very timely manner only a relatively
0 bytes  small window is needed to achieve the maximum band-
o = = = = = width. Figure9 shows that in most cases U-NEEP
N N © ® S achieves a 14-18bytes/sec bandwidth using an
Figure8: UDP and TCP round-trip latencies as a function o 8Kbyte window while the kernelTCP/ATM combina-
message size. tion will, even in the case of the maximum 64K winglow
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not achieve a higher bandwidth thaiMBytes/secThe tion  with computation in multiprocessors.
round-trip latency performance of both kernel and U-Communication usingctive Messages is in the form of
Net TCP implementations is shown ifigure8 and requests and matching repliéds active message con-
highlights the fast U-NefCP round-trip which permits tains the address of a handler that gets called on receipt
the use of a small window of the message followed by upto four words ajuar
gnents.‘l’he function of the handler is to pull the message
out of the network and integrate it into the ongoing com-
Putation.A request message handler may or may not
send a reply message. Howeverorder to prevent live-
lock, a reply message handler cannot send another reply

Another important factor is the size of the segment
that are transmitted; using d¢gr segments it is more
likely that the maximum bandwidth can be achieved, bu
recent work has shown thaiCP can perform poorly
overATM if the segment size is Igg10] due to the fact
that the underlying cell reassembly mechanism causes GenericActive Messages consists of a set of primi-
the entire segment to be discarded if a siddIsl cell  tives that higher level layers can use to initialize the
is dropped.A number of solutions are available, but GAM interface, send request and reply messages and
none provide a mandate to usgyasegment sizeShe  perform bulk gets and stores. GAM provides a guaran-
standard condiuration for U-NetTCP uses 204®yte  tee of best ébrt message delivery which implies that a
segments, which is didient to achieve 13- message that is sent will be delivered to the recipient
14 Mbytes/sec bandwidth in combination with an barring network partitions, node crashes, or other cata-
8 Kbyte window strophic failures.

Another potential problem that has been solved withiry 1 Active Messages implementation
U-Net TCP is the bad ratio between the granularity of
the protocol t_|mgrs gnd the ro_und-tnp time es.tlmateslibrary that exports the GAM 1.1 interface and uses the
The retransmission timer iRCPis set as a function of : : . :

U-Net interface.The library is rather simple and only

the estimated round trip time, which is in the range from f he B land -
60to 700microseconds, but the kernel protocol timerper orms the Bw-control and retransmissions necessary

(pr_slow_timeoyt has a granularity of 500 millisec- to implement best-&rt delivery and théActive Mes-

. sages-specifipart is just dispatching handlers.
onds.When aTCP packet is discarded because of cell 9 P P J P g
loss or dropped du_e to congestion the retransmit timef 1 1Fjow Control Issues
gets set to a relatively lge value, compared to the ) ]
actual round-trip timeTo ensure timely reaction to pos- !N order to ensure reliable message delivefyAM
sible packet loss U-N&ECP uses a 1 millisecond timer US€S & simple window-basedwil control protocolThe

granularity which is constrained by the reliability of the Window sizew is fixed and every outgoing PDU is
Unix usetlevel interval timer assigned a sequence number in the rangewWo, 2].
] ] ~ Every endpoint preallocates enough transmit and

The BSD implementation uses another timergcejve bufiers to be able to hold two full windows of
(pr_fast_timeout for the transmission of a delayed recejved as well as transmitted messages for every end-
acknowledgment in the case that no send data is avajipint it communicates with, one window each for
able for piggybacking and that a potential transmissiofequests and replies, respectively
deadlock needs to be resolvéithis timer is used to . :
delay the acknowledgment of every second packet for Request messages which do not require a reply are

up to 200ms. U-NetCP does not use this delayed ack exphutly 3ckn?wledged. The I distinction | betkweerll q
strategy given the low cost of an active acknowledg—reques and reply messages allows several acknowledg-

ment: which consists of only a #§te TCP/IP header ments to be piggy-backed onto the same reply message
and thus can be handledfieiently by inline U-Net which reduces the network tfiaf. A standard retrans-

reception.As a result, the available send window ismission mechanism is used to deal with lost r.equests or
updated in the most timely manner possible, laying théephes. It ShO.UId be noted that thevil control |mp!e—
foundation for maximal bandwidth exploitation. mented here is an end-to-endwil control mechanism

which does not attempt to minimize message losses due
to congestion in the network.

The UNAM implementation consists of a user level

7 U-Net Active Messages implementation
and performance 7.1.2Sending and Receiving U-Nattive Messages

The U-NetActive Messages (UNAM) layer is a pro- To send a request message, UNAMtfprocesses any
totype that conforms to the GeneActive Messages outstanding messages in the receive queue, drops a copy
(GAM) 1.1 speciftatior{6]. Active Messages is a mech- of the message to be sent into a pre-allocated transmit
anism that allows étient overlapping of communica- buffer and pushes a descriptor onto the send queue. If
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13.66 Mbytes/sec for transfer sizes of 3800 bytes which

14 Mbytes/s ; .
still leaves room for improvement.

12 Bulk Store The pipelined get bandwidth closely follows the store
10 bandwidth for small sized messages but begins to fall

8 Bulk Get behind around a transfer size of 400 bytes and goes up
to a maximum of 13.04 Mbytes/sec for transfer sizes of
6 3800 bytes.
4 7.3Summary
2
0 bytes (-]
° 8 B 3§ 8 8 é § % % 8 Split-C application benchmarks
Figurel0: Bulk Store and Get bandwidths for UNAM Split-C[4] is a simple parallel extension to C for pro-

the send window is full, the sender polls for messagegrammlrlg distributed memory _me_lchmes using a global
Eddress space abstraction. It is implemented on top of

received until there is space in the send window or unti enericActive Messaaes and is used here to demon
a time-out occurs and the entire window of messages | g

retransmittedThe sending of reply messages or explicitStrate the impact of U-Net on applications written in a

acknowledgment is similar except that the sender doeﬁﬁreaallflolfaggrzjt?gleq‘;plr'g;ssrggfrgg I; sci?mmlzrfoe(;jeci)rfnz o
not poll for messages before sending (in order to avoi perp 9 9

i and the threads interact through reads and writes on
ive-lock). S
shared dataThe type system distinguishes between

The UNAM layer receives messages by explicit poll-jocal and global pointers such that the compiler can
ing. On message arrival, UNAM loops through thejssue the appropriate callsActive Messages whenever
receive queue, pulls the messages out of the receiveglobal pointer is dereferencethus, dereferencing a
buffers, dispatches the handlers, sends explicit acknowplobal pointer to a scalar variable turns into a request
edgments where necessayd frees the biérs and the  and replyActive Messages sequence exchange with the
receive queue entries. processor holding the data value. Split-C also provides
bulk transfers which map intactive Message bulk gets
and stores to amortize the overhead over gelalata
Three diferent micro-benchmarks were run to deter transfer

mine the round trip time for single cell messages, the Split-C has been implemented on the CM-5, Paragon,
bandwidth for bulk store and the bandwidth for pipe- .
X . e .~ SP-1, Meiko CS-2, and Cral3D supercomputers as
lined bulk get operationdhe round trip time was esti- o
. . . well as over the U-Net Generictive MessagesA
mated by repeatedly sending a single cell active o :
e . small set of application benchmarks is used here to com-
message to a remote host specifying a handler that sim- . .
! R . pare the U-Net version of Split-C to the CNE8] and
ply replies.The measured round trip time isp86 Since . . : . ; .
L . Meiko CS-215] versions.This comparison is particu-
the round trip time on the raw base level U-Net ig50 ; : . :
. larly interesting as the CM-5 and Meiko machines are
the UNAM overhead is aboufué to send a message, . . .
receive it reply and receive the reol easily characterized with respect to the U-NatV
» Teply Py cluster as shown ifable2: the CM-55 processors are
The bulk store bandwidth was measured by repeat

edly storing a block of a spegifi size to a remote node pjachind PV messagground-trip| network

7.2U-NetActive Messages miar-benchmarks

in a loop and measuring the total time takBme mea- speed |overhead latency |bandwidth
surement was rgpe_ated for sizes varyi_ng from 16 t@Cp5 133 Mhz 3us 12us| 10Mb/s
3800 bytesThe pipelined bulk get bandwidth was mea- Sparc-2

sured similarly by repeatedly sending bulk get requeSti\/leiko
for a specifd size in a loop and waiting for all the bulk
gets to completeThis measurement was also repeated
for sizes varying from 16 to 3800 byteBigurelo  U-Net |50/60 Mhz 6ps 66us| 14Mb/s
shows the store and get bandwidths for the varying mesATM | Supersparg
sage sizesThe upper curve represents the store bandraple2: Comparison of CM-5, Meiko CS-2, and U-N&EM
width while the lower curve represents the getcluster computation and communication performance charac-
bandwidth.The maximal store bandwidth achieved isteristics

40Mhz 11ps 25us| 39Mb/s
CS-2  [Superspar¢
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matrix multiply sample sort, 512K each.The main loop multiplies two blocks while it

1.2 [ 128x128 | 16x16 | smlmsg| bulk msg prefetches the two blocks needed in the next iteration.
10 blocks | blocks The results show clearly the CPU and network band-
10 L |dnetw. width disadvantages of the CM-Bhe sample sort sorts

0.8} |:| mcpu an array of 4 million 32-bit integers with arbitrary distri-

bution. The algorithm fist picks 64 samples on each
processarthen sorts all the samples on one processor
selects splitters to determine which range of values
should end up on each procesdmoadcasts the split-
ters, permutes all the values to the right processor (this

0.6
041
0.2}

1
]
[]

):D

0.0 s 2w s 2 is the main communication phase), amélly each pro-
= ko =k3 cessor sorts its values locally (which contributes most to
@) = 0O = . . . .
the computation time)'he version optimized for small
27 messages packs two values per message while the one
BCM-5 OATM Meiko optimized for bulk transfers presorts the local values

such that each processor sends exactly one message to

every other processor during the permutation phidse.

11 performance again shows the CPU disadvantage of the

CM-5 and in the small message version that machine’

permessage overhead advantafiee ATM cluster and

the Meiko come out roughly equal with a slight CPU

J_I edge for theATM cluster and a slight network band-
width edge for the MeikoThe bulk message version

"

1P E 2w E 2w E 2w E 2 improves the Meiko andTM cluster performance dra-

% < % (E) < g 3 < % (E) < g matically with respect to the CM-5 which has a Iower
radix sort | radix sort | connected |conjugate bulk-transfer bandwidthiThe performance of the radix
small msg | bulk msg components gradient sort and the connected components benchmarks further

demonstrate that the U-N&TM cluster of workstations

CM-5, the U-NetATM cluster and the Meiko CS-Z'he exe is roughly equivalent t_o the Meik_o CS'Z_ and performs
cution times are normalized to the CM-5 and the com  Worse than the CM-5 in applications using small mes-
tion/communication breakdown is shown for tt  Sages (such as the small message radix sort and con-
nected components) but better in ones optimized for
bulk transfers.

Figurel1l: Comparison of seven Split-C benchmarks or

slower than the Meiks’and theATM clusters, but its
network has lower overheads and latencide CS-2
and theATM cluster have very similar characteristics
with a slight CPU edge for the cluster and a faster ne9 Summary
work for the CS-2. The main objective of U-Net, to provide high-peffor
) ) ) mance low-latency communication, has been accom-

The Split-C benchmark set us_ed here is comprised ‘HIished:The processing overhead on messages has been

seven programs: a blocked matrix mult[dly a sample  pinimized so that the latency experienced by the appli-

sort optimized for small messaffg}s the same sort opti- ¢ation is dominated by the actual message transmission
mized to use bulk transfé¢i$], two radix sorts opti- time.

mized for small and bulk transfers, respectivedy

connected components algoritfih], and a conjugate , .
gradient solverThe matrix multiply and the sample smaller than 4®ytes is about 6Qsec.This compares

sorts have been instrumented to account for time spefftvorably to other recent research results:applica-

in local computation phases and in communicatiorflon device channelfU. of Arizona) achieve 15@sec
phases separately such that the time spent in each can!BENCY for single byte messages anchye messages
related to the processor and network performance of tH8 the HPJetstream environment have latencies starting

machines. (The other benchmarks will be instrumented! 300usec. Both research fefts hqwever use dedi-
similarly for the fnal pape) The execution times for cated hardware capable of over &@Bits/sec compared

runs on eight processors are shownFigurell: the to the 140 Mbits/sec standard hardware used for U-Net.

times are normalized to the total execution time on the Although the main goal of the U-Net architecture was
CM-5 for ease of comparisohe matrix multiply uses to remove the processing overhead to achieve low-
matrices of 4y 4 blocks with128 by128 double fbats latency a secondary goal, namely the delivery of maxi-

Using U-Net the round-trip latency for messages
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mum network bandwidth, even with small messagesi2] M. Blumrich, C. Dubnicki, E.WFelten and K. LiMr-
has also been achievatfith message sizes as small as tual-Memoy-Mapped Network Interface$EEE Micro,
900bytes the network is saturated, while at smaller ~ Feb. 1995, pages 21-28.

sizes the dominant bottleneck is the i960 processor ol D. Borman, R. Braden, and JacobsonTCP Extensions
the network interface. for High PerformanceRFC 1323, May 1992.

U-N | d h . he k q4] D. E. Culler A. Dusseau, S. C. GoldsteiA, Krishna-
-Net also demonstrates that removing the kerne murthy, S. LumettaT. von Eicken, and KYelick. Intro-

from the communication path canferf more than just duction to Split-Cln Proc. of Supercomputing '93

high performance: U-Net presents a simple networlfs] D. E. CullerA. Dusseau, R. Martin, K. E. Schaudeast
interface architecture which simultaneously supports = pgraliel Soting: from LogPto Split-C. In Proc. of

traditional internetworking protocols as well as novel WPPP93, July 93.
communication abstraction_s lilkective MessagesThe [6] D.E. Culler et. al. Generic Active Message Interface
TCP and UDP protocols implemented using U-Net Speciftation,  version 1.1 http://nowcs.berke-

achieve latencies and throughput close to the raw maxi- ley.edu/Papers/gam_spec.ps

mum andActive Messages round-trip times are only a[7] P. Druschel and L.L. Petersofbufs: A High-Bandwidth
few microseconds over the absolute minimum. Cross-Domain fansfer Facility In Proc. of the 14th
SOSPpages 189-202. December 1993.

- - 8] P Druschel, L.L. Peterson, and B.S. DaEgperiences
he Meik -2 andM M- rcom r in [
the Meiko CS-2 andMC CM-5 supercomputers using with a High-Speed Networkdaptor: A Softwae Per

a small set of Split-C benchmarks demonstrates that spective.in Proc. of SIGCOMM-94, pages 2-18ug
with the right communication substrate networks of 1994. ’

Worksltations. can indeeq rival these specially-designefg] A. Edwards, GWatson, J. LumleyD. Banks, C. Calam-
machinesThis encourag'”g rggult ShOL?'_‘i howe veot vokis and C.DaltonUserspace potocols deliver high
obscure the fact that sigmiéint additional system performance to applications on a low-cost Gb/s LAN
resources, such as parallel process schedulers and paral- proc. of SIGCOMM-94, pages 14-28,g. 1994.

lel file systems, still need to be developed before theio] c. Kent and J. Mogul. Fragmentation Considered Harm-

The final comparison of the 8-nodd M cluster with

cluster of workstations can be viewed as a edifi ful In Proc. of SIGCOMM-87. pages 390-418ug
resource. 1987.
[11] A. Krishnamurthy S. Lumetta, D. E. Cullerand K.
10Acknowledgments Yelick. Connected Components on Distributed Meynor
. . Machines DIMACS Series in Discrete Mathematics and
U-Net wouldnt look the way it does without the Theoretical Computer Sciendéglume 00, 0000

numerous discussions, the many email exchanges, ac[nsz] M. Lin. J. Hsieh. D. H. C. Du. J. Fhomas. and A
the taste of CompgtltIOh we had with fr!ends in the U MacDonald Distributed Network Computing over Local
Berkeley NoWproject, in particular David Culleflan ATM Networks|EEE Journal on Selectédeas in Com-
Mainwaring, Rich Martin, and LoKin Liu. munications, Special Issue @&TM LANSs, to appear
The Split-C section was only possible thanks to the 1995
generous help of Klaus Eric Schauser at UC Santa Baf13] C. Maeda and B.N. Bershaotocol Sevice Decompo-
bara who shared his Split-C programs and provided sition for High-Performance Networkinin Proc. of the
guick access to the Meiko CS-2 which is funded under  14th SOSPpages 244-255. Dec. 1993.
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ularArvind Krishnamurthy [15] K.E Schauser and C. J. Scheimarxp&ience with
Most of theATM workstation cluster was purchased Active Messages on the Meiko CS@appear

under contract F30602-94-C-0224 from Rome Laborafl6] C.A. Thekkath, H.M. Levyand E.D. LazowskeSepa-

tory, Air Force Material Commande also thank Fore rating Data and Contl Transfer in Distributed Operat-

ing Systemsn Proc. of the 6th Int'l Conf. )oASPLOS,
Oct 1994.

17] T. von Eicken,Anindya Basu and/ineet Buch.Low-
Latency Communication OveATM Networks Using
Active Message$EEE Micro, Feb. 1995, pages 46-53.

[18] T. von Eicken, D. E. CullelS. C. Goldstein, and K. E.

Systems for making the source of the SBA-20Mi
ware available to us: without it we would have been
stuck. [

11 References

[1] T.E. Anderson, D.E. CullerD.A. Patterson, et. alA SchauserActive Message#A Mechanism for Integrated
Case for NOW (Networks ofovistations)I|EEE Micro, Communication and Computatiom Proc. of the 19th
Feb. 1995, pages 54-64. ISCA, pages 256-266, May 1992.

tr.dog 4/1/1994 | DRAFT — Please do not distribUte 16

www.manaraa.com



